Previous’ lecture

» Single variant association

» Use genome-wide SNPs to account for confounding
(population substructure)

» Estimation of effect size and winner’s curse



Meta-Analysis

Today’s outline

P-value based methods.
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Fixed effect model.
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Meta vs. pooled analysis.
Random effects model.
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New random effects analysis
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Meta-Analysis

» Single study is under-powered because the effect of
common variant is very modest (OR < 1.4)

» Meta-analysis is an effective way to combine data from
multiple independent studies



Meta-Analysis Methods

» P-value based
» Regression coefficient based

» Fixed effects model
» Random effects model



P-value Based

» Conduct meta-analysis using p-values
» Simple and widely used
» Fisher and Z-score based methods



P-value Based

» K studies

K
TFisher = Z -2 IOg(pk) ~ X%K
k=1

» Simple and works well
» Direction of effect is not considered



P-value Based

» Stouffer’s Z-score (one-sided right-tailed)

Zx = (1 — px)
» ¢ is the standard cumulative normal distribution function
Z — Zl,((Z‘I Zk
VK

» Z follows the standard normal distribution.



Fisher versus Z-score

The relationship between logarithmically-spaced p-values and equivalent z
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» These two are not perfectly linear, but they follow a highly
linear relationship over the range of Z values most
observed (Z > 1).



P-value Based

» Z-score can incorporate direction of effects and weighting

scheme
» [k : effect for study k
> Wk = m

Zx = d(1 — px/2) - sign(Bk)
_ St Wi Zk

K
\/ 2 k=1 wg

V4 ~ N(0,1)



P-value Based

» Easy to use
» Z-score is perhaps more popular as it works well to find a
consistent signal from studies

» Cannot estimate the effect size



Regression Coefficient Based

» Foreachstudy k =1,..., K

9{E(Yik)} = Xikak + G Bk

» Estimate 8 and its standard error, (Bk, Ok)

Bk ~ N(Bk, o2)



Fixed Effect Model

» Assume 1 = --- = Bk

» Effect size estimation

5= > k1 Wk
25:1 Wi
. Ny« Weok
V= =N (O' (S w? )

_ 1

Wy = a3 gives the minimal variance of



Fixed Effect Model

» Assumes all studies in the analysis have the same effect

» Each study can be considered as a random sample drawn
from the population with true parameter value 5.

» There is between-study heterogeneity
» Different definitions of phenotypes.
» Effect size may be higher (or lower) in certain subgroups
(e.g., age, sex).



Assess Heterogeneity

Cochran’s Q test

v

K
Q=" w(Bx — B)?
k=1

v

Q should be large if there is heterogeneity.
Under the null hypothesis of no heterogeneity

v

2
Q~ Xk_1

v

Under powered when there are fewer studies.



Assess Heterogeneity

» Measure the % of total variance explained by the
between-study heterogeneity (Higgins and Thompson
2002)

P = Q_(g_” x 100%

» > 50% indicates large heterogeneity

» Intuitive interpretation, simple to calculate, and can be
accompanied by an uncertainty interval



An Example

Study
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Meta- vs. Pooled-Analysis

» Meta analysis: Combining summary statistics (e.g., ﬁk) of
studies

» Pooled analysis: Combining original or individual-level of
all studies



Relative Efficiency

» Fork=1,-.., K studies
GHE(Yi)} = ax + BT Xy
» (is common to all K studies; ay is specific to the kth study

» The maximum likelihood estimator (MLE) Bk for the kth
study by maximizing

Nk

Ly = sup,, H f(Yki, Xki B, ak)
i=1



Relative Efficiency

» A is MLE of 8 by maximizing

K ng

L=5Up(a, ey L] 1] F(Yair Xii 8. )
k=1 i=1

K Nk
= [ [ supa, [ (Vi Xui: B, )
k=1

i=1

K
= H Ly
k=1



Relative Efficiency

» Information

@ =2 S S 1(9)
I(B) = logL = log Ly = k(B
» Recall

1 1

var(B) = =
ket wmy ket k(B)

> var(3) = i

» Using summary statistics has the same asymptotic
efficiency as using original data, if 8 is the only common
parameter across studies.



Relative Efficiency

» Common nuisance parameters, say ~.

I = (IKﬁﬁ |K67> | (IBB |B7>
lkos 1Ky ls by
K —1
var(3) = {Z(Ikﬁﬂ - |k,3fy|;%|kw3)}
k=1

K
—1 -1
- (Iﬁﬁ - Z IK/B’YIKW'VIK'YB)
k=1

> (Ig5 — I3y 15 1a) ™' = var(s)

» Equality holds if and only of var(ﬁk)*1cov(3k, ~k) are the
same among the K studies.



Random Effects Model

» Under the fixed effect model, 31 = --- = 8k = 8
» The random effects model

Bk = B+ &k (k=1 ,K)
> &~ N(0,72)



Random Effects Model

» Estimation of 72
» DerSimonian & Laird (1986) method-of-moments estimator
2 Q- (K-1)
T = = 2 —
Y Vi =XVt Vg

> Vi = var(B|Bx)
» var(Bg) = Vx + 12
» Estimate 3 with inverse variance estimator W, = var(3x)

K~ =
Zk:1 Wk Bk
K o~
> k=1 Wk

SE(3 1

B =

V2K Wk

~—



Random Effects Model

» Fixed effect model is more powerful, but ignores the
heterogeneity between studies.

» Random effects model is probably more robust, but is
under powered. The confidence intervals have poor
coverage for small and moderate K.



Meta- vs Pooled-Analysis

» The maximum likelihood estimator Bfrom pooled data can
be obtained by maximizing

H/fk Yiil X, 5+§k)\/—exp< 2§k ) dék

» Challenging to establish the theoretical properties of B and
B under the random effects model because n, > K.



Asymptotic Distributions (Zeng and Lin 2015)

» Assumptions:
» Fork=1,---, K, ng = mxn for some constant m, within a
compact interval € (0, c0).
» 72 =152, 52 is a constant. The between-study variability is

comparable to the within-study variability.
Asymptotic distribution of MLE 3

K K 12
T Tk un
A=) (3T ) S

k=1 k=1

v

v

nr? —d .,Z; nKVk — Vg
2y are independently distributed ~ N(0, vy + mx03).
A is a complicated form that involves { Z}.

It is a mixture of normal random variables with the mixing
probabilities both being random and correlated with the
normal random variables.

v

v

v



Asymptotic Distributions

» Asymptotic distribution of B

K K 1/2Zk

V(B — o) —sa (3 —E )13 Tk

pa Vi + A k=1 Vg + T A
> n72 —g A

» As n, K — oo, Kn=1/2 5 0, var(3) > var(B), i.e., the
weighted average estimator 3 is at least as efficient as the
MLE

» When K =100, 200, 400, the empirical relative efficiency is
1.037, 1.083, and 1.171.

» Perform statistical inference for B and E based on

asymptotic distributions using resampling techniques

» Or simpler, use the profile likelihood to construct 95%
confidence intervals (Hardy and Thompson, 1996)



95% Coverage Probabilities

Coverage probabilities
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Solid: Zeng & Lin; Dashed: DerSimonian-Laird; dotted Jackson-Bowden
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studies; Right: K=20



Testing with random effects model

» Random effects (RE) model gives less significant p values
than the fixed effects model when the variants show
varying effect sizes between studies

» Ironic because RE is designed specifically for the case in
which there is heterogeneity

» All associations identified RE are usually identified by the
fixed effect model

» Causal variants showing high between-study heterogeneity
might not be discovered by either method



Revisit the Traditional RE

v

First step: estimate the effect size and Cl by taking
heterogeneity into account.

Second step: normalize 3/SE(j3) and translate it into
p-value.

Effectively, RE assumes heterogeneity under the null
hypothesis, i.e.,

v

v

Bk ~ N(O, o2+ 72).

v

There should not be heterogeneity under the null because

p1=--=pk=0.



New RE

» New null hypothesis Hy : 5 =0, 72 = 0.

B ~ N(0, 0?)
> Model 3 = (B, - , Bx)-
» 3 follows a multivariate normal distribution

B ~MVN(B1, )
Y=V, V =diag(V, -, Vk).

» The likelihood ratio test statistic.
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New RE

» Basically we test both fixed and random effects together

Snew - Sﬁ + 87-2

v

Sp is equal to the Z-statistic based on the fixed effect
model, and S.- is the test statistic for testing 72 = 0

§ is unconstrained, but 72 > 0. Hence,

1 1
Shew ~ §X$ + EXS

v

» However, asymptotics cannot be applied because of small
K. The asymptotic p-value is conservative because of the
tail of asymptotic distribution is thicker than that of the true
distribution at the tail

Resampling approach should be used to calculate p-values

v



Power Comparison

Power
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Interpretation and Prioritization

» In the usual meta-analysis where one collects similar
studies and expects the common effect, the results found
by the fixed effects model should be the top priority.

» An association showing large heterogeneity requires
careful investigation (e.g., different pathways, LD pattern,
different study populations).

» Effect size estimate and Cl is the same as those in the
current RE, but may be inconsistent between wide Cl and
statistically significant results.



Comparison between meta- vs pooled-analysis

Meta Pooled
Logistic Easy Difficult

Time-efficient Time-consuming

Cheap Costly
Publication Possible Unlikely
Exposure assessment May not be comparable Comparable
Confounders May not be consistent Consistent
Relatively large data Similar Similar
Sparse data May be unstable Better
Complex analysis
(e.g. machine learning) Difficult Easy
Long-term benefit Always requires Better

coordination




Meta- vs pooled-analysis for sparse data

~

B is unstable if data are sparse in each study. However, if
the interest is only on testing Hy : 5 = 0, there are ways to
combine the studies with only summary statistics.

Recall the score test:

v

v

(5 = 0fa)”" [a l0g L(ﬂﬁo)” N

[8 log L(5, &0)} ‘ a5 o

3=0
I(8 = 0lag) = {lﬁﬂ - Iﬁala_cllaﬂ})

|25 log L(8,0)] ‘g:o = St | & 1og Li(8, Go)|

K .
156 3-0.5, = k1 Ik55|5:0’a0. Similar for lga, laa, and los

B5=0,a9

v
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Summary

P-value based combination.
Fixed vs random effects models.
Meta vs. pooled- analysis.

New random effects testing.

v

v

v

v
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