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Protein stability and folding are the result of cooperative inter-
actions among many residues, yet phylogenetic approaches
assume that sites are independent. This discrepancy has engen-
dered concerns about large evolutionary shifts in mutational
effects that might confound phylogenetic approaches. Here we
experimentally investigate this issue by introducing the same
mutations into a set of diverged homologs of the influenza
nucleoprotein and measuring the effects on stability. We find that
mutational effects on stability are largely conserved across the
homologs. We reach qualitatively similar conclusions when we
simulate protein evolution with molecular-mechanics force fields.
Our results do not mean that proteins evolve without epistasis,
which can still arise even when mutational stability effects are
conserved. However, our findings indicate that large evolutionary
shifts in mutational effects on stability are rare, at least among
homologs with similar structures and functions. We suggest that
properly describing the clearly observable and highly conserved
amino acid preferences at individual sites is likely to be far more
important for phylogenetic analyses than accounting for rare
shifts in amino acid propensities due to site covariation.
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Most biological proteins stably fold to a well-defined native
structure (1). Stable folding to the native structure is typ-

ically essential for a protein to perform its evolutionarily selected
function. Stability and folding are the result of highly cooperative
interactions among a protein’s constituent amino acids (1).
Therefore, evolutionary selection at a site in a protein acts on
properties that in principle are determined by interactions of that
site with every other position in the sequence.
However, phylogenetic approaches assume that protein sites

evolve independently. This assumption has historically been
justified primarily by pragmatic considerations. If substitution
models are site independent, then the evolution of each site is
mathematically described by a 20 × 20 matrix, with entries cor-
responding to all amino acid interchanges at that site. On the
other hand, if each site depends upon all other sites, then the
evolution of a protein of length L is mathematically described
by a 20L × 20L matrix, with entries corresponding to all inter-
changes among the 20L sequences. Even for a small protein of
length L = 100, the number of entries in such a matrix vastly
exceeds the number of atoms in the universe, which poses severe
computational challenges.
The fact that sites are not actually independent at the physi-

cochemical level has provoked concern about the use of site-
independent substitution models (2–5). Pollock et al. (2) have
used computer simulations to suggest that there are widespread
evolutionary shifts in mutational effects, where for instance
a mutation is destabilizing in one homolog but stabilizing in
another homolog due to interactions with other covarying sites.
They have argued that such evolutionary shifts in mutational
effects on stability have profound implications for phylogenetic
modeling (2).
However, are such evolutionary shifts really of sufficient

prevalence and magnitude to require a radical rethinking of

approaches used to model protein evolution? The standard way
to address this question has been to simulate or analyze protein
sequences, using some computational force field that predicts the
stability of different variants (2–5). Unfortunately, there is no
good a priori reason to believe that the force fields themselves
authentically represent interactions among sites. Even state-of-
the-art force fields are at best modestly accurate at predicting
mutational effects (6, 7). Furthermore, all tractable force fields
approximate the true multibody quantum–mechanical interactions
among protein sites in terms of pairwise interactions (8–10).
Here we experimentally assess the extent to which mutational

effects on stability change during protein evolution. We in-
troduce the same mutations into a series of homologs and
measure the effects on stability. We find that the effects of in-
dividual mutations on stability are largely conserved even when
homologs differ at as many as 28% of sites. Our results do not
imply an absence of all forms of epistasis (interactions among
sites) during protein evolution. Epistasis at the level of function
and fitness can arise even if stability is fully site independent due
to counterbalancing stabilizing and destabilizing mutations (11,
12), and stability is only one mechanism of epistasis (13, 14).
However, for reasons that we discuss below, these other forms of
epistasis seem less likely to cause pervasive shifts in substitution
patterns that would seriously confound phylogenetic approaches.
However, our experiments do highlight the existence of strong
and largely conserved preferences for certain amino acids at
specific sites. We therefore suggest that the use and further de-
velopment of phylogenetic approaches (15–24) that account for
these clearly observable site-specific but largely site-independent
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preferences is of far greater practical importance than account-
ing for rare evolutionary shifts in site preferences.

Results
Analysis of Mutational Effects in a Set of Homologs. We introduced
the same mutations into a set of homologs of the nucleoprotein
(NP) of influenza A virus. NP is a 498-residue protein that serves
as a scaffold for viral RNA during replication, transcription, and
genome packaging (25). Crystal structures of several NPs have
been solved (26–28), and all fold to similar mostly alpha-helical
conformations. NP multimerizes, but we have developed a pro-
tocol for purifying monomeric NP and measuring its stability (11).
As the reference protein for our study, we chose the NP of

a recent human H3N2 strain, A/Brisbane/10/2007. We then se-
lected NPs from three increasingly diverged strains: the human
H3N2 strain A/Aichi/2/1968, the human 2009 H1N1 pandemic
strain A/California/4/2009, and the bat strain A/little yellow-
shouldered bat/Guatemala/164/2009. Fig. 1A shows the relation-
ship among these NPs. Brisbane/2007, Aichi/1968, and California/
2009 NPs are descended from a close predecessor of the 1918
pandemic virus. The bat/2009 NP is highly diverged from all other
known strains (29). Influenza genes evolve primarily through point
mutations with little or no recombination (30) and few insertions
or deletions. As a result, the homologs align without gaps across
their 498-residue lengths with the exception of a single amino acid
deletion in the bat/2009 NP (SI Discussion).
We selected six mutations based on our previous experimental

work on naturally occurring mutations to NP (11). When named
with respect to the identity in Brisbane/2007, these mutations are
A280V, G384R, I186V, V239M, L259S, and H334N. Based on

our previous work (11), we expected that in Brisbane/2007, the
first two mutations would be stabilizing, the next two would have
little effect, and the last two would be destabilizing. Fig. 1B
shows the mutations in the NP structure, as well as the wild-type
identities in each homolog. Fig. 1B also shows all other sites that
differ between Brisbane/2007 and the other homologs. The
protein-sequence identities of the homologs with Brisbane/2007
range from 94% to 72%. The number of substitutions that oc-
curred during divergence of the homologs is not an observable
quantity. However, inferences made using PAML (31) with two
common substitution models (32, 33) suggest that the most distant
pair diverged via 200- to 300-amino-acid substitutions (Table S1).

Experimentally Measured Mutational Effects on Stability Are Largely
Conserved. We cloned and purified histidine-tagged variants of
each homolog. Fig. S1 shows that all variants exhibited similar
circular dichroism (CD) spectra with the classical alpha-helical
minima near 208 and 222 nm (34), suggesting that all variants
retained the alpha-helical NP structure (26–28). The only variant
that we could not purify was bat/2009 with L259S; we suspect
that this variant is too destabilized to yield folded protein (Fig.
S2). All variants were free of nucleic acid except for a few bat/
2009 variants that retained absorbance at 260 nm relative to 280
nm despite extensive nuclease treatment (Table S2).
We monitored the thermal denaturation by CD (Fig. S1). All

variants unfolded with a single cooperative transition, although
a few bat/2009 variants exhibited sloping baselines (Fig. S1),
possibly due to contaminating nucleic acids (35). Thermal de-
naturation of NP is irreversible (11), so we cannot determine
changes in thermodynamic stability (ΔΔG values). However, we
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model. (B) The blue spheres show the sites of the six experimentally studied mutations and their identities in each homolog. The red sticks show all other sites
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can determine nonequilibrium melting temperatures (Tm) at
a constant thermal scan rate (Table S2). We report the effect of
a mutation as the change in Tm (ΔTm). For example, the ΔTm for
G384R is the Tm of variant R384 minus the Tm of variant G384;
a positive ΔTm indicates that the mutation is stabilizing.
Fig. 2A shows ΔTm values for all homologs. The mutational

effects on stability are quite conserved. The two strongly destabi-
lizing mutations in Brisbane/2007 (H334N and L259S) are desta-
bilizing in all homologs tested (we are unable to purify bat/2009
with L259S; Fig. S2). The two mutations with only slight effects on

Brisbane/2007 (I186V and V239M) also only have small effects in
other homologs. Of the two stabilizing mutations in Brisbane/2007,
G384R is also stabilizing in the other homologs, whereas A280V is
stabilizing in Aichi/1968 and California/2009 but has little effect on
bat/2009. Therefore, examination of six mutations in four homo-
logs identifies only a single substantial shift in a mutation’s effect
on stability.
To examine whether mutational effects become increasingly

different as sequences diverge, we plotted the correlations be-
tween ΔTm values in the different homologs (Fig. 2 B and C).
The correlation between two replicates of Brisbane/2007 is high
(R2 = 0.96) and provides a measure of the experimental error.
The correlation does gradually decline with increasing sequence
divergence, falling to 0.89 in California/2009 (90% identity) and
0.82 in bat/2009 (72% identity). Note however that this last
correlation is calculated on a reduced dataset because we were
unable to purify bat/2009 with L259S; if our inability to purify
this variant is construed as evidence of destabilization, then the
actual correlation may be higher. In addition, the differences in
correlation coefficients may not be meaningful given the small
number of data points (SI Discussion). However, Fig. 2 B and C
clearly indicate that mutational effects on stability are similar
even in homologs diverged to 72% identity.

Simulated Mutational Effects on Stability Are Largely Conserved. In
our experiments we can only examine a limited number of
homologs. Pollock et al. (2) used computer simulations to argue
for evolutionary shifts in mutational effects on stability. Such
simulations allow the analysis to be extended to an arbitrary
number of homologs, with the caveat that the simulation force
field may not accurately represent the true effects of mutations in
a real protein.
We followed the simulation methodology of Pollock et al. (2).

We began with the sequence of an NP that has been previously
crystallized (26). At each generation, a random mutation was
introduced into the sequence, and a force field was used to
predict the stability of the parent and mutant proteins. Fitness
was computed as the fraction of molecules with that stability that
would be folded at equilibrium, allowing us to assign a selection
coefficient. The mutation was retained with a probability pro-
portional to its fixation probability assuming a population size of
103 (36). This process parallels real evolution, and the sequences
diverge as more mutations are retained.
We performed simulations using two force fields. The first is

FoldX (37), a sophisticated force field designed to predict mu-
tational effects on protein stability. The second is the Miyazawa–
Jernigan force field (38), the simple pairwise potential used by
Pollock et al. (2). For both force fields, we first “equilibrated” the
initial sequence by evolving it until its stability had become
roughly constant before collecting statistics about how muta-
tional effects changed as the sequences evolved.
Fig. 3 shows simulations displayed to parallel the experimental

data in Fig. 2. The overall trends with respect to conservation of
the mutational effects are similar to those observed experimen-
tally. Although there is some variation between the simulated
replicates (evolution is stochastic), mutational effects on stability
change only slowly as the sequences diverge, and remain sub-
stantially correlated even at 50% divergence. Pollock et al. (2)
present changes in mutational effects as a function of the num-
ber of substitutions, whereas Figs. 2 and 3 show these effects as
a function of sequence divergence. The number of substitutions
is not an observable quantity for real homologs and so cannot be
plotted in Fig. 2 (although it can be inferred, Table S1), but the
number of substitutions can be monitored during simulations.
We therefore performed additional simulations and plotted the
results as functions of both divergence and number of sub-
stitutions (Figs. S3–S5). The number of substitutions required to
reach 50% divergence in simulated evolution differs between
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Fig. 2. Experimentally measured mutational effects on stability are similar
in all homologs. (A) The difference in melting temperature (ΔTm in °C)
caused by the indicated single-site change in each homolog versus the
protein-sequence divergence of that homolog from Brisbane/2007. We were
unable to purify bat/2009 with L259S, so an open symbol shows the hypo-
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for bat/2009 does not include L259S. For bat/2009, ΔTmG384R = ΔTmH384R −
ΔTmH384G.
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the force fields (400–500 for FoldX, 2,000–3,000 for Miyazawa-
Jernigan; Figs. S3–S5), but in all cases, there are only small shifts
in mutational effects at these levels of divergence. Note that the
number of substitutions in our Miyazawa–Jernigan simulations
exceeds that in nearly all of the simulations by Pollock et al. (2).
A difference in simulation methodology explains much of the

discrepancy between our results and those of Pollock et al. In

many of their simulations, Pollock et al. (2) constrain a destabi-
lizing substitution to remain fixed during evolution, and then
monitor the effect of reverting this substitution as the rest of the
sequence evolves. In contrast, in our simulations (and in real
evolution), there are no such constraints – destabilizing muta-
tions can be alleviated by reversion in addition to changes at
other sites. When we perform additional simulations in which we
constrain destabilizing substitutions as done by Pollock et al., we
do observe evolutionary shifts in the effect of reverting the con-
strained destabilizing substitution as the protein relaxes to accom-
modate the forcibly fixed substitution (Fig. 4 and Figs. S6 and S7).

Destabilizing Substitutions Often Revert During Real Evolution. The
contrasting results of the simulations in Figs. 3 and 4 suggest that
the extent of evolutionary shifts in mutational effects depends on
the long-term fate of destabilizing substitutions: if they revert
then mutational effects will be largely conserved, whereas if they
are constrained to remain fixed then there may be evolutionary
shifts as the protein evolves to accommodate the initial destabi-
lization. What is the typical fate of destabilizing substitutions in
real proteins? A simple inspection of NP’s evolution provides
a straightforward answer: destabilizing substitutions often revert.
Four of the six mutations that we experimentally characterized
have large effects on stability, which in all cases are conserved
among Brisbane/2007, Aichi/1968, and California/2009. Fig. 5A
shows the inferred identities at these sites superimposed on
a phylogenetic tree (bat/2009 is a more diverged homolog for
which there is no intermediate evolutionary information; Fig. 1A).
Although the destabilizing mutations H334N and L259S tran-
siently fix, both later revert (Fig. 5A). We have previously detailed
the evolutionary dynamics of counterbalancing stabilizing and
destabilizing mutations of this NP lineage (11). The schematic in
Fig. 5B integrates those dynamics with the current finding that
mutational effects on stability are largely conserved. After desta-
bilizing mutations fix, they do not gradually lose their destabilizing
properties due to an evolutionary shift in their effect; rather, they
simply eventually revert.

Discussion
We have found that the effects of mutations on stability are
largely conserved during protein evolution, at least for NP
homologs up to 30% sequence divergence. Of course, mutational
effects do shift to some degree (witness A280V in bat/2009
versus the other homologs; Fig. 2A), but large shifts appear to be
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Fig. 3. Predicted mutational effects after simulating NP evolution using the
FoldX or Miyazawa–Jernigan force field. (A) Mutational effects as a function of
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the Miyazawa–Jernigan or FoldX force field. (B) Correlation between the
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Fig. 4. In simulations, making a destabilizing sub-
stitution and constraining it to remain fixed during
subsequent evolution leads to a shift in the sub-
stitution’s effect on stability. Each plot shows the
stability effect of reverting the initially destabilizing
substitution listed in the plot title as a function of
the amount of subsequent evolution. Reversion of
the destabilizing mutation is initially stabilizing
(ΔΔG << 0) but becomes less so, especially when
evolution is simulated with the Miyazawa–Jernigan
force field. Each line in a plot shows a different in-
dependent replicate: 10 per plot for Miyazawa–
Jernigan and 5 for FoldX. These simulations parallel
those used by Pollock et al. (2) to argue for an evo-
lutionary shift in mutational effects on stability.
However, real evolution does not include artificial
constraints forcing destabilizing substitutions to re-
main fixed, and in practice we observe that desta-
bilizing substitutions often revert (Figs. 1 and 5).
Additional plots and plots where the x axis is number
of substitutions are in Figs. S6 and S7.
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rare. So, whereas we concur with Pollock et al. (2) that evolu-
tionary shifts in mutational effects on stability can in principle
occur, we doubt that such shifts are of sufficient prevalence and
magnitude to have profound implications for phylogenetic mod-
eling of homologs with similar structures and functions. Our
findings are consistent with the experimental work of Fersht and
coworkers (39), who found independent and additive effects
on stability among the 17 substitutions separating two RNase
homologs of 85% sequence identity, with no indication that one
mutation altered the stability effect of another.
More extensive but less direct experimental evidence for the

conservation of mutational effects on stability comes from “con-
sensus design,” a highly effective engineering strategy for en-
hancing stability that has been applied to a wide range of proteins
(40–42). In this strategy, residues are simply mutated to their
consensus identities in an alignment of often quite distant
homologs. Consensus design would fail if mutational effects on
stability were frequently context dependent—its success is a tes-
tament to the fact that stability effects are mostly conserved,
leading most homologs to have the most stabilizing identity at
any given site as illustrated in Fig. 5B.
Of course, substantial shifts in mutational effects on stability

could be pervasive at much higher levels of sequence divergence
than we have explored here. However, we are unaware of any
direct supporting evidence for this idea. In rare cases—such as
the fixation of a destabilizing but highly adaptive substitution—
real evolution may involve scenarios that correspond to Pollock
et al.’s constraint that a destabilizing substitution remains fixed
for all subsequent evolution, but Figs. 1 and 5 indicate that this is
certainly not the norm for NP. Such scenarios could be more
common among highly diverged proteins that no longer share
similar structures or functions.
Our results do not imply a lack of epistasis at the level of

function or fitness. Counterbalancing stabilizing and destabiliz-
ing mutations can still have epistatic effects on function in the
absence of shifts in stability effects due to the sigmoidal re-
lationship between function and stability (11, 43). For instance,
we have previously shown that three of the mutations charac-
terized here are deleterious in some NP homologs because they

are excessively destabilizing (11). However, these same mutations
were fixed in other homologs, and this fixation did not involve any
underlying evolutionary shift that rendered the mutations non-
destabilizing—instead, the destabilizing mutations were simply
counterbalanced by independent stabilizing mutations (11).
Whereas such epistasis between counterbalancing mutations can
cause transient fluctuations in the rate of substitution (44), it
does not drive systematic shifts in substitution patterns. Rather,
the underlying preferences of sites for specific stabilizing resi-
dues is well conserved, explaining why mutations to consensus
amino acids tend to stabilize proteins (40–42) and why a muta-
tion’s effect on stability is correlated with its rate of fixation (45).
A limitation is that our study focused only on stability; par-

ticularly in active sites, epistasis can be mediated by properties
other than stability, and can involve specific interactions that do
cause evolutionary shifts in site preferences (13, 14, 46). How-
ever, in most cases, mutations coupled to the active site probably
contribute only a small amount to the sequence divergence (47,
48) that is analyzed in phylogenetics.
Overall, the conservation of mutational effects on stability

supports the approximate validity of site-independent substitution
models in most phylogenetic contexts. However, even if sites are
completely independent, an incorrect substitution model can lead
to erroneous inferences (24), and our results do not inspire con-
fidence in commonly used substitution models, which typically
assume a single set of equilibrium amino acid frequencies for all
sites. For instance, in our experiments, H is consistently more
stabilizing than N at site 334, and R is consistently more stabilizing
than G at site 384; yet the stationary state of the Jones-Taylor-
Thornton (JTT) matrix (32) implies that at equilibrium, N will
always be more common than H, and G will always be more
common than R.
We therefore believe that recent progress in developing

models that allow for different equilibrium frequencies at differ-
ent sites is highly promising. Such models use various approaches:
sites can be preassigned equilibrium frequencies based on struc-
tural features (21–23), or modeling with force fields (19, 20), sites
can be allowed to choose among a predefined set of equilibrium
frequencies (17, 18), or the equilibrium frequencies can them-
selves be inferred (15, 16). Some of these models have been
implemented in phylogenetic inference software, and by statistical
metrics they improve performance (15–18). Interestingly, for
phylogenetic purposes, models that extract site-specific equilib-
rium frequencies from sequence data have proven more useful
than those that use structure-based assignments or force fields
(15–18). Our experimental results suggest that site preferences do
have a biophysical basis—we therefore suspect that the relatively
poorer performance of biophysically inspired models is due to the
inadequacy of current force fields (6, 7) rather than a lack of
fundamental connection between protein biophysics and evolution.
Overall, our work provides a mechanistic justification for the

use of site-specific but site-independent evolutionary models:
proteins possess highly conserved preferences for certain amino
acids at specific sites. The use and further development of evo-
lutionary models that capture these preferences will help rec-
oncile phylogenetic inference with the experimental observations
that we have reported here.

Materials and Methods
Protein Purification and Denaturation. NP variants were purified as in ref. 11.
All variants had deletion of residues 2–7, the mutation R416A, and a C-terminal
6-His tag. Stability measurements were performed as in ref. 11 using a scan
rate 2 °C/min. All variants were denatured at 5 μM except for the bat/2009
variants, which could only be purified at lower yield. These variants were
denatured at 4 μM based on the absorbance at 280 nM, although the actual
concentration for some variants may have been lower, due to confounding
signal from nucleic-acid contamination (Table S2).

A

B

Fig. 5. Destabilizing mutations only fix occasionally during actual evolution
and then tend to revert. (A) At the four sites where mutations are experi-
mentally characterized to have large effects on stability, most influenza
variants have the more stable amino acid (green) rather than the less stable
one (red). Shown are NP phylogenetic trees colored according to the amino
acid with the highest posterior probability. (B) Schematic of the mode of
evolution suggested by our results. When destabilizing mutations fix, they
tend to revert; we see little evidence of evolutionary shifts that alter the fact
that the initial mutation is destabilizing.
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Phylogenetic Trees. Fig. 1A shows a maximum-likelihood tree constructed
using codonPhyML (49) with the Goldman–Yang substitution model (50)
with kappa and a single omega value estimated by maximum-likelihood and
with CF3 × 4 equilibrium frequencies (51). The tree was rendered with FigTree.

Fig. 5A shows maximum clade credibility trees constructed using date-
stamped sequences and a strict molecular clock in BEAST (52) using the JTT
(32) substitution model. The trees were rendered using FigTree, and
branches are colored according to the identity of the residue with the
highest posterior probability at the descendent node.

Simulations. The simulated evolution follows ref. 2 using a population size of
103. The protein sequence was mapped onto a single chain from Protein
Data Bank (PDB) 2IQH using A/WSN/33 NP as an initial sequence. The
Miyazawa–Jernigan potential (38) was applied as in ref. 2, with the unfolded

state represented by 55 diverse structures obtained from PDBselect (53) and
weighted to NU = 10265, corresponding to 3.4 conformations per residue for
the 498-residue protein. For this potential, the evolution was equilibrated
for 2,000 accepted mutations, at which point the stability had stabilized
at approximately −6 kcal/mol. For FoldX (37), the predicted absolute sta-
bilities were scaled by subtracting the stability of the initial PDB structure.
Mutations were modeled and stabilities computed using the “BuildModel”
and “Stability” commands. FoldX simulations were equilibrated for 100
accepted mutations.
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