




















e Considering B fixed, larger risk threshold (t) corresponds to
larger Cost.

e Larger Cost implies smaller NB (decreasing NB(t)).

e Relative utility curve = NB(t)/maximum possible NB(t)

= NB(t)/p on (0,1) scale

e Recall default = no treatment here.

e Relative utility defined more generally.3
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Data Displays without Risk Categories

— HRc(t)
— HR\(Y)

RU(t)

T T T
0 p=1017 2

4 6 8 i
Risk threshold

p=0.1017

T T T
0 p=1017 2

4 5
Risk threshold
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Summary Measures without Risk Categories

cases
controls

risk

e MRD = Mean Risk Difference = mean(risk(X)|case)-mean(risk(X)|control)

e AARD = Above Average Risk Difference = P(risk(X) > p|case) — P(risk(X) > p|control)

1.29

Mean Risk Difference (MRD)

Also known as

e IDI = Integrated Discrimination Improvement relative to no model*1°
= [{P(risk(X) > r|D = 1) — P(risk(X) > r|D = 0)} dr

e PEV = Proportion of Explained Variation
= var(E(D|X))/var(D)
= var(risk(X))/var(D)

e R>=PEV (There are other more complex R?measures?®)
e Yates’ Slope
For our data
e mean(risk|case) = 0.391
e mean(risk|control) = 0.069

e MRD= .322
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Above Average Risk Difference (AARD)

AARD = P(risk(X) > p|D = 1) — P(risk(X) > p|D = 0) = 0.797 — 0.198 = .599
Also known as

e HRc(p) — HRn(p) = TPR(p) — FPR(p) = Youden’s index (p)

RU(p) = NB(p)/p
Proof: NB(t) = pHRc(t) — (1 — p) i HRw(t)

Standardized Total Gain = TG/2p(1 — p). Not intuitive result!?

0.5x continuous NRI? comparing risk(X) with no model

0.5x categorized NRI comparing risk(X) with no model using risk
categories > p and < p.

Summary Measures without Risk Categories

cases

controls

risk

MRD = 0.322
AARD = 0.599
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ROC Type Statistics as Summary Measures

e May be useful when no clinically relevant risk thresholds exist.

— pwo + (1 — p)ROC (o)

L is related to the Lorenz curve.??

ROC(fy) = P(risk(X) > t|D = 1) where t: fy = P(risk(X) > t|D = 0)
ROC ™ !(to) = P(risk(X) > t|D = 0) where t: ty = P(risk(X) > t|D = 1)
PCF = L(w) = P(risk(X) > t|D = 1) where t: vy = P(risk(X) > t)

PNF = L7Y(wy) = P(risk(X) > t) where t: wy = P(risk(X) > t|D = 1)

Report the risk threshold corresponding to the criterion as well.

cases

controls

T
16.7 %

risk

ROC(0.7) = 0.115
£(0.7) = 0.175

70 e

TPR

0 0.1 ]
FPR
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cases

controls
0.67 ---

TPR

185% 0 .10 ]
_ FPR
risk

ROC(0.1) = 0.672
£71(0.15) = 0.656

ROC Plot is Inadequate

TPR

FPR

e Because it does not display absolute risk scale.’

e Preferable to display two risk distributions rather than just the
nonparametric distance between them.




Area Under the ROC Curve = 0.884

e Mann-Whitney U-statistic (Wilcoxon) for comparing risk
distributions for cases versus controls.

e Average TPR over all possible FPR

o P(risk(Xc) > risk(Xn))

e Not a clinically relevant measure of prediction performance
e Not worse than MRD in terms of clinical relevance (is it?).

e ROC(fy) or other point measures may be more clinically
relevant than AUC.

e AUC gives too much weight to low risk ranges and ignores the
meaning of risk.?

e Average TPR over a relevant range of FPR preferable to total
AUC=partial AUC(f)/f = 0.510 at f = 0.10.

1.37

Summary of Unit #1
The statistical meaning of risk(X): an observable frequency of events.
Calibration= “is the risk calculator valid?” is crucial.

Medical decisions based on risk:
— correspondence between risk categories and cost(FP)/benefit( TP)

— case and control frequencies in risk categories are the essential
components of net benefit gained by using risk model (excluding cost of
testing here)

Without risk categories

— display case and control risk distributions, and relative utility (or
decision curves) that show benefit of using the model under various
decision rules

— statistics: ROC or Lorenz points

— more statistics: MRD, AARD, AUC; are they useful for comparing
models?
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Unit 2

Comparing Risk Models

241

In a Nutshell

e Choose your favorite measure(s) of prediction performance.

e Compare that measure(s) for the two risk models.
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Example

e r(X,Y) versus r(X) for data in Pepe AJE 2011.

e Both models are very well calibrated in the weak sense!® that
P(D =1|r)~r.

1.0

0.8+ Risk(X)
Risk(X,Y)

0.6

Risk
0.4
0.2+ / event rate (0.1017)
0.0-{ —© o o

Risk percentile

2.3

Figure 2. Plots showing high risk classification for cases (C) and
controls (N) under the baseline model (X) and the expanded model
(X, Y). A comparison of net benefit is also shown through the relative
utility plot.

p=0.1017

model

RU(Y)

T T T T T T T T
0 p=1017 2 4 6 .8 1 0

Risk threshold Risk threshold
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My Favorite Summary Measures

t =20%, p = .1017

risk(X)  risk(X,Y) A
Cases >t HRc(t) 65.2% 73.5% 8.4%
Controls > t HRy(t) 8.9% 8.4% —0.5%
% of max benefit  RU(t) 45.5% 55.0% 9.5%

e Hypothesis testing and confidence intervals in Unit 3.

25

Not My Favorite Summary Measures

risk(X) risk(X,Y) Difference
AUC 0.884 0.920 0.036
MRD/IDI 0.322 0.416 0.094
AARD 0.599 0.673 0.074
ROC(0.20)  0.672 0.758 0.087
£71(0.70) 0.174 0.134 —0.040

e Hypothesis testing and confidence intervals in Unit 3.
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Risk Reclassification Tables

e Showing numbers of subjects and event rates (%)

risk(X,Y')
r(X) <5% 5-20% >20% Total
<5% 5558 437 25 6020
1.30 8.71 16.00 1.89
5—-20% 1036 1095 386 2517
2.03 9.59 29.53 9.54
> 20% 40 329 1094 1463
0.00 10.03 57.59 4532
Total 6634 1861 1505 10,000
1.40 9.46 49.70 10.17

e Cook and Ridker?3:24

e Motivated by clinically relevant risk categories in cardiovascular health

research.

2.7

Event and non-Event Risk Reclassification Tables*

Events
risk(X,Y)
r(X) <5% 5-20% >20% Total
<5% 72 38 4 114 (11.2%)
5—20% 21 105 114 240 (23.6%)
> 20% 0 33 630 663 (65.2%)
Total 93 176 748 1017

(9.1%) (17.3%) (73.5%)
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Event and non-Event Risk Reclassification Tables

Non-Events
risk(X,Y)
r(X) <5% 5-20% >20% Total
<5% 5486 399 21 5906 (65.8%)
5—20% 1015 990 272 2277 (25.3%)
> 20% 40 296 464 800 (8.9%)
Total 6541 1685 757 8983

(72.8%) (18.8%) (8.4%)

2.9

e Useful to see how r(X,Y) performs within strata defined by r(X)

p(X) cases controls % of max benefit
Population Event Rate HRc(0.20) HRn(0.20) RU(0.20)
low risk r(X) 1.89% 0.035 0.004 —1.7%
med risk r(X) 9.54% 0.475 0.119 19.3%
high risk r(X) 45.32% 0.950 0.580 25.4%

+ Assume default is ‘no treatment’ for low and medium risk strata.

RU(t) = HRe(t) — & ;&()X)) 1 ° _HRw(?)

x Assume default is ‘treatment’ for high risk stratum.

p(X) 1-—t

(1 — HRc(t))




p(X) cases controls % of max benefit

Population Event Rate HRc(0.20) HRy(0.20) RU*(0.20)
low risk r(X)
med risk r(X) 9.54% 0.475 0.119 19.3%

high risk r(X) %

e Calculations based on middle rows of event and non-event reclassification
tables.

p(X) cases controls % of max benefit
Population Event Rate HR(0.20) HRy(0.20) RU*(0.20)
low risk r(X)
med risk r(X)
high risk r(X) 45.32% 0.950 0.580 25.4%

«x Assume default is ‘treatment’ for high risk stratum.

p(X) 1-—t

(1 — HRc(t))




p(X) cases controls % of max benefit
Population Event Rate  HRc(0.20) HRw(0.20)  RU = ¥5(0.20)

low risk r(X) 1.89% 0.035 0.004 —1.7%
med risk r(X)

(
high risk r(X)

Risk Reclassification Tables

e Valuable for evaluating r(X, Y') within subpopulations defined
by r(X)

e These are separate single model evaluations in each
subpopulation.
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Risk Reclassification Tables

Not helpful for overall comparison of use of r(X) versus use of
r(X, Y) in the entire population.

Margins show risk distributions for each model. Performance
for each model determined by the corresponding marginal
distributions of risk.

Comparison of performance determined by comparison of
marginal distributions.

Reclassification statistics do not calculate performance for
each model and compare the two values.

2.15

Event and non-Event Risk Reclassification Tables

Events
risk(X, Y)
r(X) <5% 5-20% >20% Total
< 5% 72 38 4 114 (11.2%)
5—20% 21 105 114 240 (23.6%)
> 20% 0 33 630 663 (65.2%)
Total 93 176 748 1017

(9.1%) (17.3%) (73.5%)
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Event and non-Event Risk Reclassification Tables

Non-Events
risk(X,Y)
r(X) <5% 5-20% >20% Total
<5% 5486 399 21 5906 (65.8%)
5—20% 1015 990 272 2277 (25.3%)
> 20% 40 296 464 800 (8.9%)
Total 6541 1685 757 8983

(72.8%) (18.8%) (8.4%)
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Some Problems with Interior Cells of Risk Reclassification Tables

(1) Much reclassification does not imply improved performance.

Example of RR tables with the same margins but different % reclassification. r(X)

risk(X, Y) risk(X, Y)
<5 5-20 >20% Total <5 5-20 >20% Total
<5 10 10 0 20 20 0 0 20
5—20 5 20 10 35 0 35 0 35
> 20 5 5 35 45 0 0 45 45
Total 20 35 45 | 100 20 35 45 | 100
% reclassification= 35% % reclassification= 0%

e The comparison of performances of models r(X) versus r(X, Y) is found by
comparing vertical versus horizontal margins.
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Some Problems with Interior Cells of Risk Reclassification Tables

(2) The NRI statistics*2! do not capture ‘improved risk reclassification’ when #
categories > 2.

Definitions

NRI (event) = Plre.:(X,Y) > reae(X)|D = 1]
— Plreae( X, Y) < reae(X)|D = 1]

NRI (non-event) = Plre:(X,Y) < reae(X)|D = 0]
— Plreat(X, Y) > reae(X)|D = 0]

NRI = NRI (event) + NRI (non-event)

Example where NRI > 0 but no performance improvement

Events r(X,Y) Non-Events r(X,Y)
low med high low med high
low 10 10 0 20 low 500 | 100 0 600
r(X) med 5 20 10 35 med | 100 | 200 0 300
high 5 5 35 45 high 0 0 100 | 100
20 35 45 100 600 300 100 900

NRI (event) +NRI (non-event) = (20% — 15%) + 0% = 5%
but

% cases and % controls in each risk category are the same for r(X, Y') and
r(X) models.
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Example where NRI = 0 but there is performance change (improvement)

Events r(X,Y) Non-Events r(X,Y)
low med high low med high
low 10 10 0 20 low 500 | 100 0 600
r(X) med 15 20 10 45 med | 100 | 200 0 300
high 0 5 30 35 high 0 0 100 | 100
25 35 40 100 600 300 100 900

e NRI(event)= 10% + 10% + 0% — 5% — 0% — 15% = 0

e % cases at high risk increased from 35 to 40%

2.21

NRI with 2 Risk Categories

Events r(X,Y)
<20 > 20
<20 | 236 118 354
r(X) (23.2%) | (11.6%)
>20 | 33 630 663
(3.2%) | (61.9%)
269 748 1017

NRI(event)= (118 — 33)/1017 = 8.4%
AHRc = 748/1017 — 663/1017 = 73.5% — 65.2% = 8.4%

e NRI(event)= AHRc
NRI(non-event)= —AHRy
NRI = AHR: — AHRy

e uses the table margins
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Continuous NRI

Definitions

e Cont-
NRI(event)= P[risk(X, Y) > risk(X)|D = 1] — Plrisk(X, Y) < risk(X)|D = 1]
= 2P[risk(X,Y) > risk(X)|D =1] — 1

e Cont-NRI(non-event) = 2P[risk(X, Y) < risk(X)|D =0] — 1
e Cont-NRI=NRI(event) +NRI(non-event)

Concerns

e Possible for Cont-NRIl(event)> 0 even when distribution of risk(X) and
risk(X, Y') are the same for cases and vice versa. Similar concerns for
Cont-NRI(non-event).

e Other continuous summary indices such as AAUC, AMRD, IDI, and AARD
do not have this undesirable property because they use the table margins.

2.23

Cook-Ridker Analysis Strategy?*

e |s problematic.

(i) % reclassification
x Not a key summary in general (unless there is very little reclassification).

(i) % ‘correct’ reclassification
x Defined as an off diagonal cell is correctly reclassified if % events in the
cellis closer to r(X, Y') category label than to r(X) label.
x This will be 100% in large samples if Y is a risk factor.

(i) Reclassification calibration statistical tests

+ Not traditional use of the term calibration

+x Compare event rate in off diagonal cell with average (r(X)) and average
(r(X, Y)).

* Ho regarding r(X) model always rejected in large samples if Y is a risk
factor. RCC statistic is equal to Pearson chi-squared test when X = ¢.

x Ho regarding r(X, Y) model rejected at nominal level in large samples.
RCC statistic is equal to Hosmer-Lemeshow test when X = ¢.




FYRP

Calibration Reminders

e r(X) and r(X, Y) are well calibrated is a basic assumption
P(D = 1|r(X)) = r(X) and P(D = 1|r(X,Y)) = r(X,Y)

¢ Additional requirement for risk reclassification tables is that
within categories of r(X), r(X, Y) is well calibrated*

P[D =1|r(X,Y), reat(X)) = P(D = 1|r(X,Y)) = r(X,Y)

« This follows directly if r(X,Y) = P(D =1|X,Y).

2.25

FYRP

Implications for Cook and Ridker Analysis Strategy

e P(D=1|r(X,Y)e A r(X)eB)=
= E{P(D=1|r(X,Y))|r(X,Y) € A r(X) € B}
= E{r(X,Y)|r(X,Y) e A r(X) e B)
e Event rate in off diagonal cell = average (r(X, Y)|cell)
— ininterval A, not in interval B
— Hy regarding r(X, Y) model holds
— Hy regarding r(X) model does not hold
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Summary of Unit 2

To compare two risk models

e Choose your favorite measure(s) of prediction performance,
report for each model and compare

e risk reclassification analyses that do not focus on marginal
performance of each model (NRI, reclassification calibration,
% reclassification) can be misleading.

Stratifying on risk categories from a baseline model

e Evaluating r(X, Y) within baseline risk strata can be helpful to
identify subpopulations where information on Y may be most
useful.

¢ Risk reclassification tables have a role for this purpose.

2.27

Unit 3

Inference

3.1




e Not just for Pepe’s preferred statistics.

e Reviewers may demand certain analyses such as AAUC,
AMRD, NRI, etc.

3.2

Analysis Strategy for a Single Model

(i) Calibration assessment via predictiveness curve or calibration
curve.

(i) Plots of distributions of risk in cases and in controls and
relative utility curves (or decision curves).

(iii) Single threshold statistics: HR¢(t), HRn(t), RU(t),
HRc(t) — HRn(t).

— analogues for several thresholds or risk categories.

(iv) Continuous summary statistics: AUC, pAUC, MRD, AARD

(v) Given specified criterion for % cases classified as high risk (t.)
or % controls classified as high risk (t,), or % population
classified as high risk (t,): ROC(t,), ROC™*(t.), L(t,), L™ *(tc)-
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Analysis Strategy for Comparison of Two Models

(i) Plots of case and control risk distributions and of relative utility
aligned to enable comparisons between models.

(i) Single threshold comparison statistics along with event and
non-event reclassification tables: AHR(t), AHRn(t), ARU(t),
AHRc(t) — AHRy(t) = NRI(t), % reclassification, risk
recalibration statistics.

— Analogues with multiple risk categories.

(iii) Continuous comparison statistics: AAUC, ApAUC, AMRD
(a.k.a. IDI), AAARD(a.k.a. ATG), NRI (event, non-event,

overall).

(iv) AROC(t,), AROC™(t.), AL(tp), AL (tc)

3.4

Table 1. Estimates of performance with 95% confidence intervals. (Stata programs incrisk, incroc)

HR¢(0.20)
HRy(0.20)
RU(0.20)

HRc(.2) — HRu(.2)
Cat-NRI (0.2)

% reclassification
AUC

MRD/IDI

AARD

Cont-NRI (event)
Cont-NRI (non-event)
Cont-NRI
ROC(0.10)
ROC~1(0.70)
£(0.15)

£71(0.70)

Risk Model
r(X) r(X,Y)
65.2%(62.0,68.1) 73.5%(70.9,76.0)
8.9%(8.2,9.7) 8.4%(7.7,9.1)
45.5%(41.9,48.8) 54.9%(51.9,58.0)
56.3%(53.2,59.1) 65.1%(62.5,67.6)

0.884(0.873,0.895)
0.322(0.298,0.350)
0.599(0.574,0.628)

0.672(0.643,0.703

0.115(0.098,0.133

0.658(0.634,0.687
(

)
)
)
0.174(0.158,0.191)

0.920(0.91,0.929)
0.416(0.391,0.441)
0.671(0.650,0.696)

0.758(0.732,0.786
0.070(0.057,0.081
0.735(0.711,0.761
0.135(0.121,0.145

= — — =

Comparison
8.4%(6.1,10.8)
—0.5%(1.0,0.0)
9.4%(7.0,12.2)
8.8%(6.5,11.5)
0.088(0.65,0.115)
7.8%(6.8,8.7)
0.036(0.030,0.043
0.094(0.081,0.109
0.073(0.050,0.098
0.388(0.339,0.430
0.411(0.369,0.447
0.799(0.724,0.865
0.087(0.059,0.111
—0.044(0.058,0.034
0.077(0.055,0.097
—0.040(0.053,0.030

= DD s
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Estimation

Simple and Most Common Approach

e Cohortdata={D;, X;, Y;;i=1,...n}
e Fit models (e.g., with logistic regression); r(X) and (X, Y)

e Empirical estimates of performance measures substituting
T(Xi) and T(X;, Y;) for r(X;) and r(X;, Y;).

Issues

e Optimistic bias due to developing models and assessing
performance with the same data.

e Variability in ¥ must be acknowledged in assessing variability of
estimated performance measures.

3.6

Variability in v

e Is a substantial component of var(M(7)) where M denotes
estimate of performance measure.

e Oftenignored in variance expressions.*21:22:24
e But not always ignored in variance expressions.?°

e Addressed in bootstrap resampling for variance and
confidence interval calculations by refitting the risk models in
each resampled dataset.

3.7




Table 2. Confidence interval widths with and without refitting the model in each
bootstrap sample. Confidence limits are 2.5 and 97.5"" percentiles of the bootstrap
distribution. Threshold t = 20%.

Estimate  Without Refitting ~ With Refitting % Increase

AAUC 0.036 0.012 0.013 8.3%
Cont-NRI 0.799 0.151 0.138 20.0%
AMRD/IDI 0.094 0.020 0.028 40.0%
AAARD 0.073 0.045 0.048 6.6%
Cat-NRI (0.20) 0.088 0.049 0.050 2.0%
Reclassification % 7.800 1.060 1.910 80.2%
ANB(0.20)% 0.960 0.550 0.520 —5.5%

3.8

Optimistic Bias (Overfitting Bias)

The Problem

e The fitting procedures find r(X) to maximize an estimated
measure of prediction performance (or one that is related to
measures of prediction performance).

e Well documented that performance estimates are better than
true performance.

e A major problem when there are many candidate predictors.
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Optimistic Bias (Overfitting Bias)

Partial Solutions

e Cross validation: include 7_;(X;) in the estimate of
performance, where —i denotes all but it observation used to
fit the model.

— But the fitted model 7(X) may still be problematic, poorly
calibrated.
e Training-test dataset split: fit 7(X) on training set and evaluate
on the test set.
— But the fitted model 7(X) may still be problematic.
— Probably not well calibrated on the test set if dim(X)/arge.

3.10

Optimistic Bias (Overfitting Bias)

Solutions
e Use shrinkage procedures in fitting 7(X) to the training set and
evaluate on the test set.
— Requires artistry/expertise.
e Derive preliminary 7 (X) from the training set, then fit a model

to 7(X) = P[D = 1|S(X)] where 5(X) = 7*(X). Evaluate
performance with the test set. This is recalibration.®9

— Since S is one-dimensional, overfitting is not a big problem
(see below).

— If P[D = 1|5(X)] # P[D = 1|X], prediction performance is
not optimal.
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e For low dimensional predictors overfitting is not a big problem.

e Evidenced by comparing cross-validated performance with performance
not cross-validated for our data.

HR¢(0.20)
HR(0.20)
RU(0.20)%

Cat — NRI(0.2)
AUC

MRD

AARD

r(X) r(X,Y) A

CV  notCV CV notCV CcVv
0.650 0.652 0.735 0.735 0.086
0.089 0.089 0.084 0.084 —0.005

45.3 455 549 54.9 9.69

— — — — 0.091
0.883 0.884 0.920 0.920 0.036
0.322 0.322 0.416 0.416 0.094
0.599 0.599 0.673 0.671 0.074

not CV
0.084
—0.005
9.41
0.088
0.036
0.094
0.073

Hypothesis Testing

e Testing the null hypothesis of no performance improvement is
redundant if Y has already been shown to be a risk factor.?®

H;
& H2
& Hy
& Hy

& Hy

etc.

r(X,Y) = r(X) with probability 1
ROCx y(f) = ROCx(f) V f
AUCx y = AUCx

MRDx y = MRDx

HRZS(t) = HR?*(t) and HRY™ (t) = HRZ™ /(1) vV ¢

e Presented yesterday.
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Hypothesis Testing

e Properties of tests of Hy using AAUC, AMRD, NRI are very poor.?26:27

— Do not have 5% rejection rate under H.

Table 3: Data simulated under the null hypothesis of Hy : no improvement.
Shows are rejection rates (%) compared with nominal level of 5%. Sample
size: 1000 subjects, 10% prevalence

without adjustment  bootstrap including

A~

for var(3) refitting 3
AAUC 0.1% 2.0%
AMRD 3.3% 4.1%
Cat-NRI (p) 11.9% 0.0%
Cont-NRI 6.3% 2.5%

3.14

Hypothesis Testing

Redundancy and poor statistical properties of tests based on
performance measures.

= use standard tests of H} : r(X, Y) = r(X) to address the null
hypothesis of no performance improvement.

e If H} is rejected, estimate performance measures with
confidence intervals.




Example

e Testof By =0inlogitP(D =1|X,Y) = fo + BxX + By Y
rejected with p =< 0.001 using Wald test.

estimate confidence interval

AHR¢ 8.4% (6.1,10.5)
AHRy(0.2)  —0.5% —(1.0,0.0)
ARU(0.2) 9.4% (7.0,12.2)
AAUC 0.036 (0.030,0.043)
AMRD 0.94 (0.081,0.109)
AAARD 0.073 (0.050,0.098)
Cont-NRI 0.799 (0.724,0.865)

Hypothesis Testing

e Consider Hy: performance improvement > minimal level.
e.g., ANB > .01 means that we require that by measuring Y
on 100 subjects we gain the equivalent of correctly identifying
1 case without identifying any controls (i.e., 1 unit of benefit).

e May be useful in sample size calculations

P[lower confidence limit > minimal|anticipated performance] > 80%

= sample size calculated with simulations.
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Nested Case-Control Designs

e EDRN DCIS study

e (X;,D;)i=1,..nforacohort
(Y;) for nc cases and ny controls chosen randomly from the
cohort.

e When ascertaining Y is costly, this can be cost efficient.

Nested Case-Control Designs

Estimation of performance improvement measures requires
estimating

1. p=P(D=1)
2. r(X)

3. case and control distributions of r(X):
P(r(X) > t|D =1)and P(r(X) > t|D =0)

4. r(X,Y)

5. the case and control distributions of r(X, Y) :
P(r(X,Y)>t|D=1)and P(r(X,Y) > t|D =0)

1., 2., and 3. are estimable from cohort data. 5. is estimable from
case-control data when 7(X, Y) is available.




Nested Case-Control Designs

Estimation of r(X, Y)

e requires cohort and case-control data

|Og|tP[D = 1‘X, Y] = Iogitﬁcohort - Iogitﬁcase—contro/
+ logitP[D = 1| X, Y, case-control]

3.20

Nested Matched Case-Control Designs

Select controls to match cases on g(X)

Efficient for testing Ho : r(X, Y) = r(X)

Estimating r(X, Y) requires adjustment for matching
logitr(X, Y) = {logitr(X) — logitr..(X)} + logitr..(X, Y)

where cc denotes case-control sample.

Estimating P(r(X, Y) > t|D) requires re-weighting the
distributions in case-control matching strata.

P(r(X,Y) > t|D) =Y P(r(X,Y) > t|D, g(X))P(g(X)|D)
g(X)

Work in progress. . . .
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Summary of Unit 3
(0) Fit complex models on a training set. Recalibrate on test set.

(1) Acknowledge variability in ¥ when calculating confidence
intervals or p-values regarding performance measures.

(2) Testing Hy: no improvement, best achieved with standard
methods for testing if Y is a risk factor.

(3) Calculate Cl for A performance measures and test hypotheses
concerning meaningful gain in performance.

(4) Methods can accommodate nested matched case-control
designs.

(5) Stata software on DABS website (incrisk, incroc and
predcurve programs).

3.22

Important Issues not Addressed in this Course

1. Event time outcomes with censoring
e Define D = [event withinT years].
e Concepts should remain the same.
e Estimation is complicated by censoring.

e See work by Y. Zheng, T. Cai and others.




Important Issues not Addressed in this Course

2. What if benefit and/or cost of treatment depend on (X, Y)?

We assumed B(X, Y) = B and C(X, Y) = C in calculating net
benefit.

Otherwise risk thresholds depend on (X, Y).

Analyses are more complicated but concepts of net benefit and
% cases and % controls classified as high risk are the same.

A RCT will generally be needed to determine (X, Y) specific
decision rules and overall benefit of using them.

Methods for evaluating treatment selection markers is an active
field.28
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Important Issues not Addressed in this Course

3. Decision rules incorporating sampling variability in 7

e.g., treat if lower confidence limit of ¥ > ¢t

All methods apply to /I(r), e.g., AUC, MRD, HRc(t), HRn(t),
RU(t), etc.




Software

DABS website

e Diagnostics And Biomarkers Statistical Center
e Google or Bing “DABS center” to locate the website
e datasets and software

e contributions are welcome

Stata programs

e incrisk
e incroc

e predcurve
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Stata Code

Preliminary Help files for three commands: predcurve, incrisk, incroc.

To obtain code and current help files within Stata, type:

net from http://labs.fhcrc.org/pepe/stata

and install the risk prediction and pcvsuite packages.



. (R)
. 7 7 7
A Y VA

Statistics/Data Analysis

help for predcurve (version 1.0.9 Beta)
Title
predcurve — Predictiveness curve
Syntax
predcurve disease var test varl [test var2] [if] [in] [, options]
options Description

Risk estimation

link (function) logit (default) or probit link function.

riskl (p) lower risk threshold.

riskh (p) upper risk threshold.

covar (varlist) covariables to include in the risk model.

ci include bootstrap confidence intervals for risk, TPR, and FPR
estimates.

Case-control adjustment

rho (#) the population disease prevalence should be specified when
case-control data are used. A cohort design is assumed by
default.
Graph
ylim(#) upper limit for the y-axis scale.
class plot TPR & FPR curves in a second panel.
offset (#) specify CI offset from risk thresholds. default is .004

class_offset (#) specify x axis offset for FPR and TPR CI's. default is .25.

Bootstrap options

nsamp ( #) number of bootstrap samples; default is 1000.

cluster(variist) variables identifying bootstrap resampling clusters

level (#) set confidence level; The default is level (95) or as set by set
level

New variable options (pending)
genprvvars generate new variables to hold model p hat.

predcurve plots predictiveness curves, i.e. plots of estimated disease risk vs. the

risk distribution (empirical cdf). Risk estimates are based on a generalized linear

binary model of disease risk as a function of the specified continuous marker

variable(s), test varl [and test var2]. disease var 1is the disease indicator used for
the model dependent variable. Additional covariables specified with covar (varlist) can
be included with the marker wvariable in the risk model.

Risk percentiles and reference lines for specified high and/or low risk thresholds,
riskh(p) and riskl(p), are optionally included on the plot.

An additional plot of the true and false positive fractions, TPR and FPR, as functions
of the risk distribution is optionally included as are estimates and reference lines
corresponding to specified risk thresholds.

Risk calculations assume a cohort sampling design by default. A correction for
case—-control data will be employed if the population prevalence of disease is specified
with rho(#), and bootstrap samples for optional CI calculation will be drawn separately
from cases and controls.



————J Risk estimation ‘

link (function) Specifies the binary GLM link function. function options include logit
(the default) and probit.

riskl(p) lower risk threshold. Calculate the percentage of subjects with risk < p; also
calculate the percentages of cases (TPR) and controls (FPR) with risk > p 1if class
is specified.

riskh(p) upper risk threshold. Calculate the percentage of subjects with risk > p; also
calculate the percentages of cases (TPR) and controls (FPR) with risk p if class
is specified.

v

covar(varlist) covariables to include in the risk model.

AAAAJ Case-control adjustment ‘

rho (#) The population disease prevalence should be specified when case-control data are
used. rho will be used for risk calculation adjustment, and bootstrap sampling for
optional CI's will done separately from case and control samples. Only the logit
GLM link may be used with case-control data; including the link (probit) with the
rho (#) option will return an error. Risk calculations assume a cohort sampling
design by default.

——AAJ Graph options
class specifies that TPR and FPR curves should be plotted.

ylim(#) set the upper limit for y-axis scale. Must be between 0 and 1. If not
specified, this is 10% larger than the largest observed risk estimate.

ci indicates that bootstrap percentile-based confidence intervals for risk percentiles
at specified thresholds riskh(p) or riskl(p) be calculated. CI's for TPR and FPR
will be calculated for the specified thresholds if the class option is included.

offset (#) specifies the offset from specified risk thresholds for placement of 2nd CI
if 2 markers are specified, for avoidance of superimposed interval bars. The
argument must be between 0 and .02; default is offset(.004). # is a proportion of
the yaxis range if ylim(#) is included.

class offset(#) specifies the x-axis (risk percentile) offset for placement of TPR and
FPR CI's in order to avoid superimposed interval bars. The argument must be
between 0 and 2; default is offset(.25). relevant only if both the class and ci
options are specified.

44——J Bootstrap options ‘
These options are relevant only if the ci option is specified.

nsamp (#) specifies the number of bootstrap samples for risk model estimation be
performed to obtain confidence intervals. The default is 1000 replications.

cluster(varliist) specifies variables identifying bootstrap resampling clusters. See
the cluster option of the bootstrap command.

level (#) specifies the confidence level, as a percentage, for confidence intervals. The
default is level(95) or as set by set level .



AAAAJ New variable options ‘

genprvvars (pending) generate new variables, ph#, for each marker in the test varlist
to hold predicted probabilities for each subject based on the binary risk model
fit. New variable names are numbered (#) according to marker variable order in the
test varlist

replace requests that existing variables ph# be overwritten by genpecv or genrocvars.

Saved results

If risk threshold options, riskl(p) or riskh(p) are specified, predcurve saves the
following in =x():

Scalars
r(zpc 1 #) lower threshold risk percentile estimate, marker number #.
r(zpc_u_ #) upper threshold risk percentile estimate, marker number #.

If the class option, class, is additionally specifed, TPR and FPR estimates for the
specified thresholds are returned in:

r(tpr 1 #) lower threshold TPR estimate, marker number #.
r(tpr u #) upper threshold TPR estimate, marker number #.
r(fpr 1 #) lower threshold FPR estimate, marker number #.
r(fpr_u #) upper threshold FPR estimate, marker number #.

If the ei option is included, bootstrap postestimation results left behind by bstat are
available.

Returned matrices include:
e(ci_percentile) 2 % k matrix of bootstrap percentile CI's, where k = (# markers) *
(# threholds) * (# estimators), and rows correspond to upper and

lower bounds. Matrix column names indicate estimator, marker #,
and threhold.

use http://labs.fhcrc.org/pepe/data/janssens_c, clear
predcurve d logscr

predcurve d logscr bmi

predcurve d logscr bmi, riskh(.40)

predcurve d logscr bmi, riskh(.40) riskl(.10) class

predcurve d logscr, cov(age hyper bmi bruit vas gender) riskh(.40) riskl(.10) class
ci

logistic d age hyper bmi bruit vasc gender, coef
predict modl, xb
la var modl "risk(X)"

logistic d age hyper bmi bruit vasc gender logscr, coef
predict mod2, xb
la var mod2 "risk(X,Y)"

predcurve d modl mod2, riskh(.40) riskl(.10) class



predcurve d modl mod2, riskh(.40) riskl(.10) class ylim(.5)

References

Gary Longton, Fred Hutchinson Cancer Research Center, Seattle, WA.
glongton@fhcrc.org

Margaret Pepe, Fred Hutchinson Cancer Research Center and University of Washington,
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help incrisk (version 1.0.5)

* x(varlist)
* y(varlist)

Optional Statistics
cook

GLM alternatives
glm(type)

Risk classification
rcat(numlist)
categorical

rho(r)

Cross-validation
nsplit (k)

nocv

Summary statistics
noauc
1z (£p)

1lzinv(fc)

Sampling variability
nsamp (#)
nobstrap
ccsamp
cluster (varlist)
resfile (filename)

replace
level (#)

New variable
genxb

replace_xb

Title
incrisk — Incremental value of one or more markers or predictors relative to a list
of existing predictors. Evaluation is with respect to various risk
improvement measures.
Syntax
incrisk disease var [if] [in], x(varlist) y(varlist) [options]
options Description
Models

base model predictor variables
additional marker or predictor variables

Cook Reclassification calibration statistic.

specify GLM model type; logit (default), poisson, or logbin

specify up to 4 thresholds for risk category classification.
include categorical risk classification tables and statistics
even if rcat() is not specified. Define two categories with
single threshold rho = disease prevalence.

population disease prevalence; sample prevalence is used by
default. Required if case-control sampling is specified.

specify number of random partitions for k-fold cross-validation;
default is nsplit (10)
omit cross-validation

omit calculation of the area under ROC curve (AUC)

Lorenz measure at specified population proportion fp; default is
1z(.15)
inverse Lorenz measure at specified case proportion fc; default
is 1lzinv(.70)
specify number of bootstrap samples; default is nsamp (1000)

omit bootstrap sampling

specify case-control rather than cohort bootstrap sampling
specify variables identifying bootstrap resampling clusters
save bootstrap results in filename

overwrite specified bootstrap results file if it already exists
specify confidence level; default is level (95)

generate new variable, xb#, to hold predicted values for model #
overwrite existing xb# variables

* x(varlist) and y(varlist) are required.



incrisk compares predicted risks from base (X) and enhanced (XY) models of disease
outcome with respect to various performance improvement measures including Net
Reclassification Improvement (NRI), Integrated Discrimination Improvement (IDI), and
changes in each of the Mean Risk Difference (MRD), Lorenz measure (L and L*(-1)), Above
Average Risk Difference (AARD), standardized Total Gain (TG), and Area under the ROC
curve (AUC).

If categorical risk classification is specified, additional measures include the
categorical version of the Net Reclassification Improvement (NRI), Reclassification
percent (RC), changes in percent of cases and controls classified as high risk (HRc and
HRn), Net Benefit (NB), and optionally, the Cook Reclassification Calibration statistic

(RCC) .
Base model variables are specified with x(varlist). The enhanced model additionally
includes variables specified with y(varlist). disease var 1is the 0/1 event or disease

indicator wvariable.

All estimators are calculated empirically from model based predicted values. The model
based predicted values used for classification and for calculation of the improvement
mesasures are obtained by k-fold cross-validation unless specified otherwise with the
nocv option.

Bootstrap standard errors and confidence intervals (CIs) for the requested statistics
are calculated. Percentile CI's are displayed. Normal-based, and bias-corrected CIs
are available (see estat bootstrap and [R] bootstrap).

Many of the standard e-class bootstrap results left behind by bstat are available after

running incrisk, in addition to the r-class results listed below.

44——J Models

x(varlist) specifies the variables to be included in the base model. x() is required.
y(varlist) specifies additional variables to be included in the enhanced model. y() is
required.

AAAAJ Optional Statistics ‘

cook includes the Cook Reclassification calibration statistic in the output. Entries
for the mean model-based risk from base and enhanced models are additionally
included in the Reclassification table. Valid only when either of the rcat() or
categorical options are also specified.

————J GLM alternatives

glm(type) specifies alternate GLM model types for estimation of disease risk.

logit, the default, uses logistic regression models (GLM binomial family and logit
link) and resulting linear predictor for calculation of improvement measures
and risk classification.

pPoisson uses poisson regression models (GLM poisson family and log link) and the
resulting linear predictor.

logbin uses a GLM model with binomial family and log link instead of a logit link.
Convergence problems are often encountered with this option.



————J Risk Classification ‘

rcat(numlist) specifies between 1 and 4 thresholds for risk category classification

into 2-5 categories. Values must be between 0 and 1. If categorical is specified
and rcat() is not, two categories with single threshold at either the sample

disease prevalence, rho hat, or if specified, the population prevalence, rho (), are
used.

categorical specifies that categorical risk classification tables and statistics are to
be included when ©recat() is not specified. Two categories are defined by threshold
rho = disease prevalence.

rho(r) specifies the population disease prevalence to be used for default categorical
risk classfication, Total Gain statistic calculation, and model-based risk
estimation. Value must be between 0 and 1. Required when case-control bootstrap
sampling is specified with ccsamp. The sample disease prevalence is used by
default.

AAAAJ Cross-validation ‘

nsplit(k) specifies the number of random partitions of the data that are to be used to
obtain predicted values via k-fold cross-validation. The default is nsplit(10).
Specifying nsplit(l) is equivalent to specifying nocv.

nocv specifies that cross-validation is not used. Instead, within sample predicted
values are obtained from a single model fit to the full sample. nocv overides any
specification for nsplit(k).

——AAJ Summary statistics ‘
noauc omits calculation and report of the ROC area under the curve (AUC).

1z (fp) specifies fp for calculation of the Lorenz measure, the proportion of cases with
risk above the threshold exceeded by the proportion fp of subjects in the
population. The argument must be between 0 and 1. The default is 1z(.15).

lzinv(fc) specifies fc for calculation of the inverse Lorenz measure, the proportion of
the population with risk above the threshold exceeded by the proportion fc of
cases. The argument must be between 0 and 1. The default is 1lzinv(.70).

————J Sampling variability ‘

nsamp (#) specifies the number of bootstrap samples to be drawn for estimation of
standard errors and CIs. The default is nsamp (1000) .

nobstrap omits bootstrap sampling and estimation of standard errors and CIs. If
nsamp () is specified, nobstrap will override it.

ccsamp specifies that bootstrap samples be drawn separately from cases and controls
rather than sampling from the combined sample; cohort sampling is the default.

cluster(varlist) specifies variables identifying bootstrap resampling clusters. See
the cluster() option in [R] bootstrap.

resfile(filename ) creates a Stata file (a .dta file) with the bootstrap results for the
included statistics. bstat can be run on this file to view the bootstrap results
again.

replace specifies that if the specified file already exists, then the existing file
should be overwritten.



level (#) specifies the confidence level for CIs as a percentage. The default is
level (95) or as set by set level.

————J New variable

genxb generates new variables xbl [and xb2], to hold the x-validation generated model
predicted values from models specified in modl (varlist) [and mod2(varlist)].

replace_xb requests that existing variables xbl [and xb2] be overwritten by genxb.

Saved results

load simulated data
use http://labs.fhcrc.org/pepe/dabs/risk reclass_b

incrisk with continuous measures only, and with default settings otherwise.
incrisk d, x(x) y(y)

include categorical measures with two categories defined by the sample disease
prevalence

incrisk d, x(x) y(y) categorical
include categorical measures with 4 categories defined by specified thresholds
incrisk d, x(x) y(y) rcat(.15 .25 .5) cook nsamp(100)
list returned results
return list
save bootstrap results to a file and display the saved results
incrisk d, x(x) y(y) rcat(.15 .25.5) cook nocv resfile(resultl) replace

bstat using resultl

References

Pepe MS. slides for a shortcourse, Current Methods for Evaluating Prediction
Performance of Biomarkers and Tests , can be obtained at the FHCRC DABS site

Authors
Gary Longton
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Fred Hutchinson Cancer Research Center and University of Washington
Seattle, WA

mspepe@u.washington.edu
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(version 1.0.2)

Title
incroc — Incremental value of a marker relative to a list of existing predictors.
Evaluation is with respect to receiver operating characteristic (ROC)
summary statistics. ROC statistics are based on percentile value (PV)
calculations
Syntax
incroc disease var [if] [in], modl(varlist) [mod2(varlist) options]
options Description
Models

* modl(varliist)
mod2 (varlist)

Cross-validation
nsplit (k)

nocv

Summary statistics
auc
pauc(f)
roc(f)
rocinv(t)

Standardization method
pvemeth (method)
tiecorr

Covariate adjustment
adjcov(varlist)
adjmodel (model)

Sampling variability
nsamp (#)
nobstrap
noccsamp

Eiﬁgzer(varlist)
resfile(filename)

replace
level (#)

New variable

model 1 predictor variables
model 2 predictor variables

specify number of random partitions for k-fold cross-validation;
default is nsplit (10)
omit cross-validation

area under ROC curve (AUC)

partial AUC (pAUC) for false positive rate range FPR < f
ROC at specified FPR = f
ROC™ (-1) (t) at specified true positive rate TPR = t

specify PV calculation method; empirical (default) or normal
correction for ties

specify covariates to adjust for
specify model adjustment; stratified (default) or 1linear

specify number of bootstrap samples; default is nsamp (1000)
omit bootstrap sampling

specify cohort rather than case-control bootstrap sampling
draw samples without respect to covariate strata

specify variables identifying bootstrap resampling clusters
save bootstrap results in filename

overwrite specified bootstrap results file if it already exists
specify confidence level; default is level (95)

generate new variable, xb#, to hold predicted values for model
overwrite existing xb# variables




incroc compares linear predictors from two logit models of disease outcome with respect

to one or more ROC statistics: the AUC, the pAUC for FPR < f, the ROC at FPR = f, and
the inverse ROC at TPR = t (Pepe Section 4.3, Dodd and Pepe ). Model variables are
specified with modl(varlist) and mod2(varlist). Though any two lists of model

variables can be specified, incroc was motivated by interest in the incremental value

of a marker relative to other predictors, implying nested variable lists differing by

the inclusion of the marker variable. disease var 1is the 0/1 disease indicator
variable.

Alternatively, a single model can be specified with modl (varlist), in which case the

requested ROC statistics are returned without comparison statistics.

The model predicted values used for ROC estimation are obtained by k-fold
cross-validation.

All ROC statistics are calculated by using PVs of the disease case measures relative to
the corresponding linear predictor distribution among controls ( Pepe and Longton, Huang

and Pepe ).

Optional covariate adjustment can be achieved either by stratification or with a linear
regression approach ( Janes and Pepe, 2008; Janes and Pepe, in press ).

Bootstrap standard errors and confidence intervals (CIs) for the requested statistics
and linear predictor differences are calculated. Percentile, normal-based, and
bias-corrected CIs are displayed (see estat bootstrap and [R] bootstrap).

Wald test results for predictor comparisons are based on the bootstrap standard errors
for the difference between predictors.

Many of the standard e-class bootstrap results left behind by bstat are available after

running incroec, in addition to the r-class results listed below.

44——J Models

modl (variist) specifies the variables to be included in the linear predictor of the the
first logit model. modl () is required.

mod2 (varlist) specifies the variables to be included in the linear predictor of the
second logit model.

AAAAJ Cross-validation ‘

nsplit(k) specifies the number of random partitions of the data that are to be used to
obtain predicted values via k-fold cross-validation. The default is nsplit(10).
Specifying nsplit(l) is equivalent to specifying nocv.

nocv specifies that cross-validation is not used. Instead, within sample predicted
values are obtained from a single model fit to the full sample. nocv overides any
specification for nsplit(k).

AAAAJ Summary statistics ‘

auc compares predictors with respect to the AUC. This is the default if no summary
statistics are specified. +

pauc(f) includes a comparison with respect to the pAUC for FPR < specified f. The
argument must be between 0 and 1. A tie correction is included in the PV
calculation if this option is included among the specified summary statistics
options and the empirical PV calculation method is used.



roc (f) compares predictors with respect to the ROC at the specified FPR = f. The
argument must be between 0 and 1.

rocinv(t) compares predictors with respect to the inverse ROC, ROC”(-1) (t), at the
specified TPR = t. The argument must be between 0 and 1.

AAAAJ Standardization method ‘

pvemeth (method) specifies how the PVs are to be calculated. method can be one of the
following:

empirical, the default, uses the empirical distribution of the test measure among
controls (D=0) as the reference distribution for the calculation of case PVs.
The PV for the case measure y i is the proportion of control measures Y Db <

y i.

normal models the test measure among controls with a normal distribution. The PV
for the case measure y i is the standard normal cumulative distribution
function of (y i - mean)/sd, where the mean and the standard deviation are
calculated by using the control sample.

tiecorr indicates that a correction for ties between case and control values is
included in the empirical PV calculation. The correction is important only in
calculating summary indices such as the AUC. The tie-corrected PV for a case with
the model predicted value y i is the proportion of control values Y Db < y i plus
one half the proportion of control values Y Db = y i, where Y Db denotes controls.
By default, the PV calculation includes only the first term, i.e., the proportion
of control values Y Db < y i. This option applies only to the empirical PV
calculation method.

AAAAJ Covariate adjustment ‘
adjcov(varlist) specifies the variables to be included in the adjustment.

adjmodel (model) specifies how the covariate adjustment is to be done. model can be one
of the following:

stratified PVs are calculated separately for each stratum defined by varlist in
adjcov(). This is the default if adjmodel() is not specified and adjcov() is.
Each case-containing stratum must include at least two controls. Strata that

do not include cases are excluded from calculations.

linear fits a linear regression of the predictor distribution on the adjustment
covariates among controls. Standardized residuals based on this fitted linear
model are used in place of the predicted values for cases and controls.

————J Sampling variability ‘

nsamp (#) specifies the number of bootstrap samples to be drawn for estimation of
standard errors and CIs. The default is nsamp (1000) .

nobstrap omits bootstrap sampling and estimation of standard errors and CIs. If
nsamp () is specified, nobstrap will override it.

noccsamp specifies that bootstrap samples be drawn from the combined sample rather than
sampling separately from cases and controls; case-control sampling is the default.

nostsamp draws bootstrap samples without respect to covariate strata. By default,
samples are drawn from within covariate strata when stratified covariate adjustment
is requested via the adjcov() and adjmodel() options.

cluster (varlist) specifies variables identifying bootstrap resampling clusters. See
the cluster() option in [R] bootstrap.



resfile(filename ) creates a Stata file (a .dta file) with the bootstrap results for the

included statistics. bstat can be run on this file to view the bootstrap results
again.

replace specifies that if the specified file already exists, then the existing file
should be overwritten.

level (#) specifies the confidence level for CIs as a percentage. The default is
level (95) or as set by set level.

————J New variable ‘

genxb generates new variables xbl [and xb2], to hold the x-validation generated model
predicted values from models specified in modl (varlist) [and mod2(varlist)].

replace requests that existing variables xbl [and xb2] be overwritten by genxb.

Saved results

incroc saves the following in =r (), where stat i1s one or more of aue, pauc, roc, or
rocinv, corresponding to the requested summary statistics

Scalars
r(statl) statistic estimate for first model predictor
r(stat2) statistic estimate for second model predictor
r(statdelta) estimate difference, stat2 - statl
r(se_statl) bootstrap standard-error estimate for first predictor statistic
r(se_stat2) bootstrap standard-error estimate for second predictor statistic
r(se_statdelta) bootstrap standard-error estimate for the difference, stat2 -
statl
Examples

Use Norton neonatal audiology dataset
use http://labs.fhcrc.org/pepe/book/data/nnhs2, clear

Single model
incroc_v1l02 d if ear == 1, modl (currage gender)

Clustered bootstrap sampling; observations for both ears
incroc_v1l02 d, modl (currage gender) cluster(id) auc pauc(.20) roc(.20)

Nested models

incroc v102 d if ear == 1 & site < 4, modl(currage gender) mod2 (currage gender
yl) adjcov(site)adjmodel(strat) auc pauc(.20) roc(.20)

Predictors obtained without cross-validation; save and plot predicted values
incroc v102 d if ear == 1 & site < 4, modl(currage gender) mod2 (currage gender
vl) nocv adjcov(site) adjmodel (strat) genxb
roccurve d xbl xb2
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Glossary

AARD =above average risk difference=% cases above p — % controls above p
=standardized total gain statistic where total gain is the area between the
predictiveness curve and the horizontal useles test curve=Youden’s index at
p = .5xcontinuous NRI comparing r(X) to null model without predictors=
.5 x cat — NRI comparing to null model and using two risk categories defined
by threshold p.

AUC = area under the ROC curve

B = expected benefit of treatment to a subject who would be a case in the ab-
sence of treatment

(C, N) = subscripts for cases=C and controls = N
Cat — NRI= Cat — NRI(event)+cat — NRI(non-event), which is a number in (0, 2)

Cat — NRI(event)=proportion of cases above diagonal of a risk reclassification
table — proportion of cases below diagonal of the table.

Cat — NRI(non-event)=proportion of controls below versus above the diagonal of
the non-event risk reclassification table

Cont — NRI = Cont — NRI(event) + cont — NRI(non — event)

Cont—NRI(event)= Prob(risk(X, Y) > risk(X)|case)—Prob(risk(X, Y) < risk(X)|case)
= net proportion of cases whose risks are increased by including Y.

Cont — NRI(non-event)= Prob(risk(x, Y) < risk(X)|control) — Prob(risk(X, Y) >
risk(X)|control) =net proportion of controls whose risks are decreased by
including Y

Cost = expected cost of treatment to a control (including toxicities, expense, etc.)
HRc =% cases whose risks are in the high risk category

HRc(t) = P(r(X) > t|D = 1) where t is a risk threshold

HRy =% controls whose risks are in the high risk category

HR(t) = P(r(X) > t|D = 0)



IDI =integrated discrimination improvement= MRD for the larger model—MRD
for the smaller model

L71(£.) =proportion of the population with risk above the threshold exceeded by
f. of cases = (1 — p)*ROC*(f.) + p*f.

L(f,) =proportion of cases with risk above the threshold exceeded by f, subjects
in the population = ROC(f,,) where f, is defined by f, = p*ROC(f,)+(1—p)*f,

MRD =mean risk (cases)— mean risk (controls) = IDI relative to a baseline model
without any predictors=Yates slope= proportion of variation explained= R?

n = total number of subjects in the cohort
nc = number of cases (events)
ny = number of controls (non-events)

NB=net benefit= B x P(D = 1)HR¢(t) — CostP(D = 0)HRn(t) = p*HRc — (1 —
p)*(t/(1—t))*HRy where t is the risk threshold of treating a case has benefit
B=1

partial-AUC(fy)fo = {area under the ROC over the false positive range (0, fy)/f, =average
TPR over FPRe (0, fy)

Predictiveness curve: a plot of the quantiles of risk(X) in the population
p=PD=1)

RU(t) =relative utility = NB(t)/p = proportion of maximum possible utility (p is
max possible NB when no treatment is the default)

reclassification %=total % of subjects for whom risk category based on r(x) is
not equal to the risk category based on r(X, Y)

risk(X) = P(D = 1|X) = frequency of events among subjects with covariate value
X = r(X)

risk(X, Y) = P(D = 1|X, Y) = r(X, Y)

ROC—(f.) =proportion of controls with risks above the threshold exceeded by a
proportion f. of controls



ROC(f,) =proportion of cases with risks above the threshold exceeded by a pro-
portion £, of controls

Total Gain = area between the predictiveness curve and the horizontal line at p.
It can be standardized by dividing by 2p(1 — p). See AARD.



